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Worker Node Worker Node Worker Node
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This is the node you’re interacting with 
when you’re writing Spark programs!

These are the nodes actually 
executing the jobs!

But how do they 
all communicate?
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via a cluster manager.
Cluster Manager

Allocates resources across 
cluster, manages scheduling.  

e.g., YARN/Mesos
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Worker Node Worker Node Worker Node

Spark Context

Executor Executor Executor

Cluster Manager

A Spark application is a set of processes 
running on a cluster. 

All these processes are coordinated by 
the driver program.

The driver is:
‣ the process where the main() method of your 

program runs.
‣ the process running the code that creates a 

SparkContext, creates RDDs, and stages up or 
sends off transformations and actions.
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Driver Program

Worker Node Worker Node Worker Node

Spark Context

Executor Executor Executor

Cluster Manager

A Spark application is a set of processes 
running on a cluster. 

These processes that run computations 
and store data for your application are  
executors.

Executors:
‣ Run the tasks that represent the application.

‣ Provide in-memory storage for cached RDDs.
‣ Return computed results to the driver.
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Driver Program

Worker Node Worker Node Worker Node

Spark Context

Executor Executor Executor

Cluster Manager

Execution of a Spark program:
1. The driver program runs the Spark application, which 

creates a SparkContext upon start-up. 
2. The SparkContext connects to a cluster manager (e.g., 

Mesos/YARN) which allocates resources. 
3. Spark acquires executors on nodes in the cluster, which 

are processes that run computations and store data for 
your application. 

4. Next, driver program sends your application code to the 
executors. 

5. Finally, SparkContext sends tasks for the executors to 
run.
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